I. INTRODUCTION

The Kondo effect [1] is an archetypical manifestation of strong electronic correlations in mesoscopic systems. While first observed in bulk metals with ferromagnetic impurities, it was shown to lead to a distinct zero-bias anomaly in the differential conductance of semiconductor quantum dots with odd electronic occupation [2–4]. A degeneracy of quantum states required for its occurrence is usually provided by the electronic spin degree of freedom, resulting in the so-called SU(2) Kondo behavior. Remarkably, in the Kondo regime the differential conductance obeys universal scaling as a function of temperature [3], bias voltage [5], and magnetic field [6].

Clean carbon nanotubes (CNTs) [7] provide a unique testbed for the investigation and manipulation of the quantum dot level structure and its consequences for the Kondo effect [8]. In CNTs, an additional degeneracy in the intrinsic low-energy spectrum stems from two ($K, K'$) graphene Dirac points and enables one to study unconventional correlation phenomena such as the orbital SU(2) as well as spin plus orbital SU(4) Kondo effects both experimentally [9,10] and theoretically [11–17]. Aside from revealing the curvature-induced spin-orbit interaction [18–21], experiments indicate that also the $K-K'$ degeneracy is frequently lifted with a finite energy $\Delta_{KK'}$ [18,22,23]. While usually attributed to the presence of disorder in damaged or contaminated CNTs, it was shown to lead to a distinct zero-bias anomaly in the odd electron number valleys. The electronic spin degree of freedom, resulting in the so-called SU(2) Kondo behavior. Remarkably, in the Kondo regime the differential conductance obeys universal scaling as a function of temperature [3], bias voltage [5], and magnetic field [6].

In the following, we focus on the intermediate coupling regime. It makes it possible to disentangle the role of the conjugation relations and goes significantly beyond earlier studies on Kondo ions [25–27], where Kondo satellites could be observed but the tunability of the spectrum by a magnetic field was not given.

II. TRANSPORT MEASUREMENTS

Electronic transport measurements have been performed on a clean, freely suspended single-wall carbon nanotube (CNT) contacted with rhenium and capacitively coupled to a global backgate at mK temperatures. The carbon nanotube was grown by chemical vapor deposition across predefined trenches and electrode structures to minimize damage and contamination mechanisms [7,31]. As seen in the low-bias conductance [Fig. 1(a)], a small band gap separates a Fabry-Pérot pattern [32] in the highly transparent hole regime from sharp Coulomb blockade oscillations in the few-electron regime ($N_{el} < 10$). With increasing gate voltage enhanced conductance is observed, leading in particular to a Kondo zero-bias anomaly in the odd electron number valleys. The electronic setup used for the measurements is sketched in Fig. 1(b). A dc and an ac voltage are superimposed and applied as bias voltage $V_{sd} = V_{sd}^{dc} + V_{sd}^{ac}$ to the source contact. The current from the drain contact is converted to a voltage and measured with a lock-in amplifier. The highly positive doped silicon substrate acts as global backgate.

In the following, we focus on the intermediate coupling regime and measure the differential conductance as a function of gate voltage $V_g$ and bias voltage $V_{sd}$ [Fig. 1(c)]. Aside from the pronounced conductance ridge at zero-bias voltage, additional broad satellite peaks appear symmetrically at finite-bias voltage $V_{sd} \simeq \pm 0.5 \mathrm{mV}$, depending only weakly on the gate voltage. In analogy to the case of a broken spin degeneracy in a magnetic field, these satellite peaks at zero
magnetic field signal a lifted degeneracy of the ground state, allowing inelastic transport processes to take place. Finite-bias conductance peaks together with a zero-bias Kondo peak have already been observed in CNT quantum dots with odd shell filling [8,28–30]. In the latter three experiments, the evolution of the satellites in perpendicular [28] and parallel [29,30] magnetic fields has been reported. Because a finite field breaks time-reversal symmetry, inelastic transitions between Zeeman splitted or orbitally splitted levels are expected to become visible [14,22]. Strikingly, in the three experiments [28–30] not all of the inelastic transitions expected from (possibly Kondo-enhanced) cotunneling [22] or for the nonperturbative Kondo regime [14] could be seen. In this work, we clarify the nature of the transitions contributing to the finite-bias peaks.

Nonequilibrium cotunneling is a threshold effect which can give rise to a steplike cusp in the differential conductance. Kondo correlations treated within lowest-order perturbation theory yield a logarithmic enhancement of this cusp which emphasizes further the threshold effect [34]. This behavior is expected in the perturbative regime $T > T_K$ of temperatures larger than the Kondo temperature. In the strong coupling regime $T < T_K$ a perturbative treatment of Kondo correlations is no longer appropriate. At such low temperatures, and for $k_B T_K \sim \Delta$, where $\Delta$ is the energy of the inelastic transition associated to valley mixing and spin-orbit coupling, true Kondo peaks at finite bias, rather than cotunneling cusps, are expected to develop [14,17]. This is the parameter regime in [28–30] and, as demonstrated in the following, also of our experiments. Hence, the conductance traces in Fig. 1(d) are a manifestation of the Kondo effect in the strong coupling regime. As we shall show, the interplay of Coulomb interaction and the intrinsic symmetry properties of the CNT Hamiltonian yields a selective enhancement of virtual processes contributing to the Kondo effect in the nonperturbative regime.

III. UNIVERSALITY

To unambiguously claim that a zero-bias anomaly observed in experiments has Kondo origin, the characteristic universal scaling behavior with the energy scale determined by the Kondo temperature $T_K$ has to be tested. We record conductance traces $G(V_{sd})$ at different discrete gate voltage values $V_g$ within the 21st Coulomb diamond. For each such trace, we determine the Kondo temperature $T_K(V_g)$ in nonequilibrium from the central peak in the bias-voltage trace using the condition $G(k_B T_K/e) \simeq 2 G_0/3$ and $G_0 = G(V_{sd} = 0)$ [35–37]. We then rescale the bias voltage with the respective Kondo temperature, and normalize the conductance to its maximum value $G_0 \sim 0.5e^2/h$. The collapse of all curves $G(e V_{sd}/k_B T_K)/G_0$ around $V_{sd} = 0$ into universal behavior, as illustrated in Fig. 1(d), clearly demonstrates the Kondo origin of the zero-bias feature. This behavior can be compared with the theoretical curves in Fig. 9, where we show that the universal line shape of the central Kondo resonance remains essentially unchanged also in the transition between SU(2) and SU(4).

After the rescaling, the position of the satellite peaks varies, i.e., here the universality is apparently lost. This is to be expected since the Kondo temperature $T_K$ varies within the Coulomb valley region but the splitting $\Delta$ between central peak and satellites is gate independent. Complete universality of the differential conductance, i.e., universality in the whole range of voltages, requires the ratio $\Delta/k_B T_K$ to be invariant [38]. In general, one obtains $T_K(\Delta) = T_K(0) \left[\Delta/k_B T_K(0)\right]$, where
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FIG. 2. (Color online) Temperature dependence of the main Kondo resonance and its satellites. (a) Measured differential conductance traces of the system at different temperatures, normalized by \( G_0 = G(V_d) \) for the lowest temperature, \( V_g = 2.39 \) V; the bias voltage is scaled with the Kondo temperature \( T_K = 0.86 \) K. (b) Differential conductance obtained from our field-theoretical calculation. The distance between the satellite peaks at \( T = 0 \) used in the calculation is \( 2\Delta = 13.8 k_BT_K \).

\( T_K(0) = T_{K(0)}^{SU(4)} \) is the Kondo temperature for the SU(4) Kondo effect, and \( f(x) \) depends on the strength of the SU(4) symmetry breaking. In our experiment, we find \( \Delta/k_BT_K \approx 7 \). As shown in Ref. [17], this implies that in our experiment the SU(4) symmetry is weakly broken.

Finally, we notice a nonmonotonic dependence of \( T_K \) on the gate voltage \( V_g \), with a local maximum in the center of the Coulomb blockade region. Such behavior is not expected for the SU(2) Anderson model, which rather predicts a local minimum [39]. Hence, the peculiar voltage dependence observed in our experiment may as well be a signature of weakly broken SU(4).

IV. TEMPERATURE DEPENDENCE

Figure 2(a) displays the temperature dependence of \( G(V_d, T) \) in the center of the same Coulomb diamond \( (N_d = 21) \), where \( V_g = 2.39 \) V. The central peak behaves in a way characteristic for the Kondo effect: it is suppressed and broadened for increasing temperatures. The satellite peaks are increasingly washed out at elevated temperatures. A slight bias asymmetry is observed in the curves, which we attribute to asymmetries in the couplings to the leads. Such asymmetries are also responsible for the reduction of the maximum \( G_0 \) with respect to the unitary limit value \( 2e^2/h \) expected for a fully symmetric setup.

Figure 2(b) displays the differential conductance obtained from our calculation based on the slave-boson Keldysh effective action formalism [40] discussed in Sec. VII and in the Appendix. The calculation uses the minimal model Hamiltonian [Eq. (A2)] for a single longitudinal mode of a CNT including spin-orbit interaction (with the energy scale \( \Delta_{SO} \)) and valley mixing (with characteristic energy scale \( \Delta_{KK} \)). These couplings break the orbital degeneracy of the CNT spectrum [and hence the SU(4) symmetry] but preserve time-reversal symmetry. As a result, the noninteracting CNT spectrum displays two degenerate Kramers doublets separated by the spacing \( \Delta = \sqrt{\Delta_{KK}^2 + \Delta_{SO}^2} \). The simulation uses the value of \( 2\Delta = 13.8 k_BT_K \) obtained from the experiment. For simplicity, and to stress the universal features of the problem, a symmetric coupling to the leads has been used in the simulation, as well as equal coupling of the CNT modes to the leads. Hence, in our calculation the central peak reaches at zero temperature the unitary limit \( 2e^2/h \). To compare with the experiment, the theoretical curves have been normalized by the maximum theoretical value \( G_0 = 2e^2/h \). Our calculation reproduces well the experimentally observed evolution of peak amplitudes with temperature. The tails at high voltages decay faster than in the experiment. This behavior is due to our approximation scheme for the Keldysh effective action, where only terms quadratic in the slave-bosonic fields are retained. Within this approximation, the behavior of the central and inelastic peaks has been proven to be accurately reproduced for the SU(2) Anderson model [41,42]. To improve the description of the tails, quartic terms should be included. Such treatment, however, would go beyond the scope of this work.

V. CONJUGATION RELATIONS

A quantitative analysis of our experimental results has to combine the properties of the underlying set of single-particle states with the Kondo correlations. In this section, we analyze conjugation relations valid for the single-particle spectrum which turn out to have significant impact on the many-body properties of our CNT quantum dot. In the simplest model for a CNT one expects a fourfold-degenerate longitudinal level at the energy \( \varepsilon_d \) [43]. This degeneracy is removed by \( K K' \) valley mixing and spin-orbit interaction with splitting \( \Delta \). We denote the four resulting energies associated to the eigenstates \( |1,2,3,4\rangle \) by \( \varepsilon_1, \varepsilon_2, \varepsilon_3, \varepsilon_4 \), respectively. At zero magnetic field, the effective CNT Hamiltonian \( \hat{H}_{CNT}^{\text{eff}} \) [see Eq. (A2)] displays time-reversal (TR) symmetry governed by the operator \( \hat{T} \). The \( T \)-conjugated pairs of states are the Kramers doublets \( (1,2) \) and \( (3,4) \), with \( \varepsilon_1 = \varepsilon_2 \), and \( \varepsilon_3 = \varepsilon_4 = \varepsilon_1 - \Delta \) [see Fig. 3(a)]. Additional operators \( \hat{\bar{P}} \) and \( \hat{\bar{C}} \) can be introduced, which make it possible to connect the states within one quadruplet in the way depicted in Fig. 3(a) (see Appendix A for further details). We call the operations related to \( \hat{\bar{P}} \) and \( \hat{\bar{C}} \) particle-hole (PH) [44,45] and chiral (C) conjugation, respectively. The operator \( \hat{\bar{P}} \) is a pseudo-time-reversal operator which conjugates states from different Kramers doublets; the pairs are \( (1,4) \) and \( (2,3) \) with \( \varepsilon_1(\Delta) = \varepsilon_d + \Delta/2 = \varepsilon_d(\Delta) = \varepsilon_d + \Delta/2 = \varepsilon_d(\Delta) = \varepsilon_d \), as displayed in Fig. 3(b). If TR and PH conjugation hold, so does chiral conjugation, which is represented by the operator \( \hat{\bar{C}} = \hat{\bar{P}}^{\dagger} \hat{T} \). The chirally conjugated pairs are \( (1,3) \) and \( (2,4) \).

The zero-bias Kondo peak is necessarily induced by transitions between the degenerate states of the time-reversed Kramers pairs \( (1,2) \) and \( (3,4) \), which we call “intra-Kramers” transitions [see Fig. 3(c)]. A similar reasoning applies for the finite-bias Kondo peaks at voltages equal to \( \pm \Delta/e \); the inelastic peaks are necessarily induced by transitions between distinct Kramers pairs, called in the following “inter-Kramers” transitions. From Figs. 2(a) and 2(b) no further information on the nature of the inelastic transitions can be extracted.

Additional insight can be obtained by looking at the evolution of the central peak and of its satellites in finite magnetic fields, as TR is broken and hence Kramers degeneracy is lifted. Figures 4(a) and 4(b) display the dispersion of the four single-particle states in a magnetic field perpendicular and parallel to the tube axis. It is clearly visible that in a finite magnetic field \( \hat{B} \) conjugation relations persist.
degenerate Kramers doublets (1 and 3) and (2, 4). Spin-orbit coupling and valley mixing break the fourfold degeneracy by the energy difference \(\Delta = \frac{\mu B_T}{g} \). At zero bias is governed by virtual processes within the Kramers pairs (1, 2) and (3, 4), respectively, separated by the energy difference \(\Delta = \sqrt{\Delta_{K,K}^2 + \Delta_{SO}^2}\). (c) The Kondo peak at zero bias is governed by virtual processes within the Kramers pairs (1, 2) and (3, 4) (intra-Kramers transitions). (d) The satellite peaks at finite bias \(V_d = \pm \Delta / e\) result from inelastic transitions within the chiral pairs (1, 3) and (2, 4) (chiral inter-Kramers transitions).

As revealed by the evolution of the satellite peaks in magnetic field shown in the next section, they only involve transitions among the chiral pairs (1, 3) and (2, 4) [see Fig. 3(d)], while transitions between \(\mathcal{P}\)-conjugated states are absent. Our observations seem to be consistent with other data in the nonperturbative regime shown in [28–30]. In those experiments no \(\mathcal{P}\) transitions could be resolved in finite magnetic fields as well. For example, in the experiment by Cleuziou et al. [30], only one of the two expected excitation lines (called \(\beta\) and \(\delta\) by the authors) could be identified [see Fig. 2(a) in Ref. [30]]. Using the parameters given in that paper, we find that the nonobserved inelastic transition is \(\delta\), corresponding in our terminology to a \(\mathcal{P}\) transition.

VI. EVOLUTION OF THE KONDO PEAKS IN MAGNETIC FIELD

The behavior of the Kondo peaks in magnetic field, reported in Figs. 5 and 6, provides a sensitive tool that allows us to discriminate between the different types of Kondo-enhanced transitions. In fact, the positions of the Kondo peaks are related to the energy differences between the two dot states involved in the transition, and these depend very differently on direction and strength of the magnetic field for transitions between \(T\), \(C\), or \(\mathcal{P}\) pairs. The central Kondo peak results from intra-Kramers transitions and its splitting reveals the breaking of time-reversal symmetry. From the Keldysh effective action theory (see Sec. VII) a splitting of the central Kondo resonance is expected once the energetic separation within a Kramers doublet exceeds a threshold value \(\varepsilon_c\), as observed in Figs. 5(a), 5(b) and 5(d), 5(e).

In perpendicular fields fuzzing at first glance is the independence of the positions of the satellite Kondo peaks on the field [Figs. 5(a) and 5(b)]. This is in strong contrast to the cotunneling regime investigated earlier (see Fig. 3 in Ref. [22]), where a splitting of the inelastic cotunneling line was observed as a result of two possible sets of transitions: within the pair (4, 2) or (4, 1) for positive, and within pair (3, 1) or (3, 2) for negative field orientation [cf. Fig. 4(b)]. In our case, only the transitions between the \(C\)-conjugated states (4, 2) and (3, 1) are observed while the transitions between the \(\mathcal{P}\)-conjugated states (4, 1) and (3, 2) are absent. This observation substantiates the previous experimental report in [28], and is in nearly perfect agreement with the results of our many-body theory plotted in Fig. 5(c). No Kondo enhancement of the virtual transitions (4, 1) and (3, 2) occurs as a consequence of the symmetry constraints imposed onto the Keldysh action discussed in the following Sec. VII. These constraints reduce the allowed number of Kondo peaks expected in a perpendicular magnetic field with respect to earlier theoretical predictions (cf. Refs. [14, 15]).

In magnetic fields parallel to the tube axis, the satellite Kondo peaks are expected to move and split because, according to Figs. 4(b) and 4(c), the single-particle states 2 and 4 (1 and 3) are mutually tilted by the Aharonov-Bohm effect. Inspection of Figs. 5(d) and 5(e) shows that the Kondo satellites now depend on the magnetic field, in qualitative agreement with our theoretical result displayed in Fig. 5(f). Note that the following parameters of our model Hamiltonian are extracted from the experimental data: the ratio \(\Delta / k_B T_K\) (see Fig. 2), and the ratio \(\Delta_{SO} / k_B T_K\), which are obtained from the evolution...
FIG. 5. (Color) Kondo differential conductance in a magnetic field. (a) Measured differential conductance $G(B, V_{sd})$ as a function of the bias voltage $V_{sd}$ and magnetic field $B_{\perp}$ perpendicular to the CNT axis at $V_g = 2.39$ V corresponding to the electron number $N_{el} = 21$. The central peak splits at $B_{\perp} > 0.73 k_B T_K / g_s \mu_B$, while the satellites remain nearly unaffected. (b) Line traces $G(V_{sd})$ versus bias voltage (rescaled with $T_K = 0.86$ K) from (a) for several values of $B_{\perp}$. (c) Theoretical results for the differential conductance at zero temperature for corresponding values of $g_s \mu_B B_{\perp} / k_B T_K$ showing good agreement with the experiment [46]. (d) Measurement as in (a) but in parallel alignment of the magnetic field $G(B_{\parallel}, V_{sd})$, $N_{el} = 17$. (e) Line traces from (d), where $V_{sd}$ is scaled with the Kondo temperature $T_K = 1.12$ K and the conductance is scaled using its maximum $G_0 = G(V_{sd} = 0)$ at $B_{\parallel} = 0$ T. (f) Theoretical results for the differential conductance at zero temperature for different values of $B_{\parallel}$. The insets in (e) and (f) show the evolution of the central peak in the experiment and theory, respectively.

of the splitted central Kondo peaks according to Eqs. (A27) and (A40), respectively. For the parallel field case only, also the ratio $g_{orb}/g_s$ of orbital and spin $g$ factor has to be set. The parameters used to generate the theoretical curves in Figs. 5(c) and 5(f) are given in Table I.

### Table I. Values of the nanotube parameters as used in the theoretical calculations and extracted from the differential conductance measurements in magnetic fields perpendicular (valley with $N_{el} = 21$) and parallel (valley with $N_{el} = 17$) to the nanotube axis. Energies are given in units of $k_B T_K$. The two values of $/Delta_1$ given in the experimental columns correspond to the values extracted from the satellite peaks in the differential conductance at negative and positive bias voltages, respectively.

<table>
<thead>
<tr>
<th>Perpendicular</th>
<th>Theory</th>
<th>Experiment</th>
<th>Parallel</th>
<th>Theory</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_K (K)$</td>
<td>0.86</td>
<td>$T_K (K)$</td>
<td>1.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta$</td>
<td>6.9</td>
<td>6.8, 7.5</td>
<td>$\Delta$</td>
<td>8.3</td>
<td>7.5, 10</td>
</tr>
<tr>
<td>$g_s$</td>
<td>2</td>
<td>$g_s$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$g_{orb}'$</td>
<td>1.80</td>
<td>1.85 ± 0.05</td>
<td>$g_{orb}/g_s$</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{SO}$</td>
<td>3.0</td>
<td>$\Delta_{SO}$</td>
<td>3.6</td>
<td>4.7</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{KK}$</td>
<td>6.2</td>
<td>$\Delta_{KK}$</td>
<td>7.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In order to better identify which transitions contribute to the evolution of the central peaks and of the satellites at finite magnetic fields, we compare the maxima of the $G(V_{sd})$ traces (orange, blue, and gray dots in Fig. 6) with the results of the many-body theory and the energy differences of the underlying single-particle levels (thick and thin lines in Fig. 6, respectively). Orange and blue dots correspond to transitions that, according to theory, are of the $T$ and $C$ types, respectively. To the gray dots, no clear assignment can be made [47]. Noticeably, only transitions of the $T$ and $C$ types are seen. A careful inspection of the second derivative of the $I(V_{sd})$ confirms that the lines corresponding to transitions between $P$-conjugated states are indeed absent in the experiment. The absence of a splitting of the satellite peaks in the perpendicular field is very prominent in Fig. 6(a), where the position of the satellite peaks is essentially free of dispersion. On the other hand, the satellite peaks do split in a parallel magnetic field, where the Aharonov-Bohm effect acts differently on the two pairs of $C$-conjugated states as seen in Fig. 6(b). The high-field behavior observed here is similar to that in [29], and confirms the absence of $P$ transitions reported there. An additional discussion of the evolution of the conductance peaks can be found in Appendix C.

Finally, we focus on the critical behavior of the central Kondo peaks in a magnetic field $\vec{B}$. A single Kondo peak
is expected as long as the level separation of the underlying single-particle states does not exceed the threshold value $\varepsilon_c$. The threshold value $\varepsilon_c$ (dotted red lines in Figs. 6(a) and 6(c)) defines one critical magnetic field $B_c = 0.6 k_B T_K / g_s \mu_B$ for the perpendicular, and three critical fields $B_{c1} - B_{c3}$ for the parallel field direction. This characteristic difference arises from the additional crossing of the single-particle levels 3 and 4 near $k_B T_K / g_s \mu_B \approx 3.3$ T in Fig. 4(b) (see also Ref. [22]). Results of our many-body calculations [thick lines in Figs. 6(a) and 6(c)] well match our experiment in perpendicular and in low parallel magnetic fields. The nonlinear dispersion of the positions of the central Kondo peaks reflects the protection of the Kondo state against perturbations on energy scales below $k_B T_K$.

VII. MODELING AND NONLINEAR TRANSPORT THEORY

To account for the striking findings in magnetic field, we have developed a nonequilibrium field theory based on the slave-boson Keldysh effective action formalism [40]. An SU(2) formulation of this theory has been presented in Refs. [41,42] and an SU(4) formulation [including a broken SU(4)] is presented in this work in Appendix B. The theory is based on the minimal model Hamiltonian $\hat{H}_{\text{CNT}}$ for a single longitudinal mode of a CNT quantum dot in magnetic field as given in Eq. (A1). Accounting for the four eigenstates $\{|j\rangle, j = 1, 2, 3, 4\}$ of $\hat{H}_{\text{CNT}}$, the Coulomb interaction among them, and assuming a tunneling coupling which preserves CNT quantum numbers, the theory provides an approximate analytical expression for the four contributions $v_j(\varepsilon)$ to the tunneling density of states (TDOS) of the quantum dot. This expression is then used to evaluate the differential conductance as a function of the temperature, bias voltage, and magnetic field over the whole energy range relevant for Kondo physics according to the Meir-Wingreen formula [48] [cf. Eq. (B13)].

To explicitly calculate $v_j(\varepsilon)$, the interacting CNT Hamiltonian is first expressed in terms of slave bosons and fermions. The fermions in the nanotube and in the leads are then integrated out, leaving a still exact expression for $v_j(\varepsilon)$ in terms of the Keldysh effective action [see Eqs. (B15) and (B22)], which only depends on the slave-boson fields. In the limit of infinite charging energy, they represent fluctuations of the empty state of the dot. The bosonic fields cannot be integrated out exactly as the tunneling term of the Keldysh action, Eq. (B16), is nonlinear in them. Crucially, though, this tunneling action is constructed in such a way that for each CNT level $i$ there are two expansion points $[y_i$ and $\delta_i$ in Eqs. (B18) and (B19), respectively]. Upon expanding the action around the expansion points and retaining only quadratic terms, each $v_j$ is readily obtained by functional integration over the slave-bosonic fields.

The essence of the Kondo physics is the enhancement of certain virtual transitions when going towards low energies. In the perturbative regime, the enhancement is only logarithmic. In the low-energy nonperturbative regime, the enhancement is much larger, as it yields resonances on the order of $e^2/h$. Thus, it is only in the latter regime that the lack of enhancement of some transitions clearly appears. A commonly used approach to determine which transitions are enhanced is to solve flow equations for the associated coupling constants in an effective Kondo model (see, e.g., Refs. [13,34] for an application to

FIG. 6. (Color) Magnetic field behavior of the Kondo peaks. (a) Predicted evolution of the Kondo peaks in perpendicular field taking into account many-body effects (thick solid lines) together with single-particle energy differences (thin solid lines) and the experimental data (dots). A splitting occurs when the energy difference within the lowest Kramers doublet $|\varepsilon_3 - \varepsilon_4|$ exceeds $\varepsilon_c$. (b) Experimental evolution of the Kondo peaks in parallel magnetic field (dots), compared with single-particle energy differences (solid and dashed lines) evaluated at large fields. The gray rectangle identifies the low-field and low-bias region analyzed in panel (c). (c) Evolution of the low-bias Kondo peaks in parallel magnetic field. In this case $\delta_{1,1} = |\varepsilon_3 - \varepsilon_4|$ (gray solid line) first grows with increasing field until it exceeds the threshold $\varepsilon_c$ (red dotted line) at the critical field $B_{c1}$, beyond which the peak starts to split (see dots and thick solid line). The predicted peak splitting vanishes again at $B_{c2}$. Above $B_{c3}$ it grows again, first in a sublinear way and afterwards linearly with the magnetic field.
CNTs. As outlined above, in the Keldysh approach one is not solving flow equations for the coupling constants. Rather, the evolution towards low energies is controlled by the expansion points $γ_i$ and $δ_i$ in the effective Keldysh action. The expansion points $γ_i$ and $δ_i$ are free parameters of the theory. Their value is fixed \textit{a posteriori} by imposing the proper low-energy behavior of the total TDOS as known, e.g., from Fermi-liquid theory [49]. Additionally, they are fixed in such a way that conjugation relations for the single-particle spectrum are reflected in analogous conjugation relations among the $ν_j$. Notice that for each $ν_j$, the four complex quantities $E_j^i = γ_iδ_j^*$ have to be determined.

For the SU(2) Anderson model at zero magnetic field, time-reversal symmetry requires $ν_1 = ν_2$ ($j = 1, 2$ accounts for the two spin-degenerate levels). Hence, $E_j^i = E$ $\forall$ $i, j = 1, 2$. Then, the value of the complex quantity $E$ is \textit{uniquely} fixed by constraints on the tunneling density of states and its derivative at zero temperature and at the Fermi energy known from Fermi-liquid theory. A very good agreement of the theory with equilibrium numerical renormalization group results and with out-of-equilibrium real-time renormalization group predictions was demonstrated over the whole parameter regime [41]. To account for the effects of finite magnetic fields, a spin dependence of the expansion points must be included. In Ref. [42], the choice was dictated by the observation that (a) the flow towards low energies requires virtual spin-flip processes (see, e.g., [40]), and (b) conjugation relations among the magnetic field split single-particle levels should also be reflected at the level of the TDOS, i.e., $ν_j(B) = ν_j(−B)$. According to (a) and (b), the choice of the expansion points is such that each of the two contributions $ν_1$ and $ν_2$ effectively contains (through the related self-energy) only virtual spin-flip processes. This, together with the Fermi-liquid conditions on the TDOS at zero field, uniquely determines the value of the expansion points. The merit of this choice has to be checked against other theories or experimental findings. As shown in Ref. [42] (cf. Fig. 3 there), the theory well reproduces the experimentally observed evolution of the split Kondo peaks in a magnetic field seen in Ref. [28]. However, it does not quantitatively describe the tails of the Zeeman split peaks, as some inelastic cotunneling contributions are not retained in the second-order expansion of the effective action.

A similar reasoning is applied in this work. Due to the presence of orbital and spin degrees of freedom, the total TDOS is the sum of the four contributions $ν_j(ε)$, one for each of the four levels. For each $ν_j$, the expansion points of the Keldysh effective action, i.e., the real and imaginary parts of the four $E_j^i$ are chosen according to the requirement that (a) virtual processes that flip the quantum number are crucial for the low-energy behavior [12,13], (b) the TDOSs should be related by conjugation relations inherited from the single-particle spectrum reflecting $T$ and $P$ conjugation in finite magnetic field:

\[
ν_1(\vec{B}) = ν_2(−\vec{B}), \quad ν_3(\vec{B}) = ν_4(−\vec{B}), \quad ν_1(Δ) = ν_4(−Δ),
\]

where $Δ(\vec{B})$ is the magnetic-field-dependent inelastic energy introduced in Sec. V. These requirements, and the SU(4) limit at zero field $\vec{B}$ and zero splitting $Δ$, \textit{uniquely} fix the expansion points at low energies. One crucial consequence of the combined quantum number flip and conjugations requirement, is that the TDOS $ν_j$ effectively only contains (through its self-energy $Σ_j$) virtual transitions to the $T$- and $C$-conjugated partners of the level $j$, but not to the $P$-conjugated ones. The explicit form for the $E_j^i$, $ν_j$, and $Σ_j$ is given in Eqs. (B23), (B24), and (B26) in the Appendix.

\section*{VIII. CONCLUSION}

In conclusion, our work provides a systematic experimental and theoretical investigation of the Kondo effect in carbon nanotubes in the presence of both spin-orbit coupling and valley mixing. The wide tunability of the carbon nanotube spectrum by magnetic fields allows us to elucidate the role of symmetry and conjugation relations. Despite the symmetry breaking by spin-orbit interaction and valley mixing, the underlying operators still give rise to conjugation relations between certain states that have to be respected by the transport theory. The interplay of electron-electron interactions and conjugation relations lead to the enhancement of selected many-body transitions only. This explains the unexpected absence of several resonances in the nonequilibrium Kondo transport spectrum in the nonperturbative regime.
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\section*{APPENDIX A: SINGLE-PARTICLE ENERGIES AND EIGENSTATES IN CNTS: SYMMETRIES AND CONJUGATION OPERATIONS OF THE EFFECTIVE CNT HAMILTONIAN}

To understand the nonequilibrium many-particle physics of carbon nanotubes (CNTs), it is essential to first analyze the symmetry properties of the underlying single-particle Hamiltonian. Following, the single-particle states of a quantum dot made of a carbon nanotube with the curvature-induced spin-orbit interaction and valley mixing are presented.

The principal degrees of freedom of an infinitely long CNT are inherited from the bipartite nature of the graphene lattice: the presence of sublattice symmetry in graphene and CNTs implies the existence of two inequivalent Dirac points $\vec{K}$ and $\vec{K}'$ in the reciprocal lattice [43]. This suggests the introduction of a valley pseudospin degree of freedom with associated quantum number $τ$ ($τ = ±1 = \vec{K}, \vec{K}'$). Notably, a pseudo-time-reversal operator which flips the pseudospin and leaves the true spin unchanged can be introduced. The associated operation is a symmetry of the Hamiltonian and reflects the $\vec{K}, \vec{K}'$ degeneracy of the spectrum. Time-reversal symmetry implies in addition that $\vec{K}' = −\vec{K}$. Thus, for a given wave vector $\vec{k}$ of a Bloch electron in a CNT, and accounting for the spin degree of freedom ($σ = ↑, ↓$), a quadruplet of degenerate states $(τk, σ)$ is associated.

Carbon nanotubes display several physical effects involving spin and valley degrees of freedom. Very prominent is the
curvature-induced spin-orbit interaction (SOI) [19,21,50,51]. It breaks the pseudo-time-reversal symmetry but preserves time-reversal symmetry. Thus, the SOI breaks the fourfold spin and valley degeneracy and splits the quartet of states into two Kramers doublets, separated in energy by $\Delta_{SO}$, with parallel and antiparallel alignment of spin and orbital magnetic moment. The SOI defines a preferred quantization axis for the spin (along the axis of the nanotube) and a certain composition in the valley space (pure valley eigenstates). In finite CNTs, as considered in this work, the eigenstates are no longer traveling Bloch waves characterized by the vector $(\mathbf{r} \mathbf{k}, \sigma)$ but rather right- and left-mover combinations of those satisfying proper boundary conditions. From the boundary conditions a quantization of the longitudinal component of $\mathbf{k}$ follows, and thus a shell structure for the CNT. Moreover, the boundaries can induce a mixing between the two valleys: as the reflection off the boundaries must reverse the axial momentum of the particle, it can enforce a change of valley. As recently shown in [24], conservation of the transverse orbital momentum implies also valley conservation in zigzag and achiral CNTs [52]. Thus, in this class of CNTs the natural eigenstate basis for a given longitudinal shell is provided by the set $\{|K^\uparrow\rangle, \{K^\downarrow\rangle, \{K^\uparrow\rangle^\prime, \{K^\downarrow\rangle^\prime\\} \}$. In chiral and achiral CNTs of the armchair class, in contrast, a valley mixing occurs. The resulting hybridization of different valley eigenstates introduces an energy difference $\Delta_{KK}$ between their bonding (\(|b\rangle = (-|K\rangle + |K^\prime\rangle)/\sqrt{2}\)) and antibonding (\(|a\rangle = (|K\rangle + |K^\prime\rangle)/\sqrt{2}\)) combinations [24]. The valley-mixing term acts therefore against $\Delta_{SO}$, which favors pure valley eigenstates. When $\Delta_{KK}$ is included, a convenient basis in the valley space becomes that of the mixed valley eigenstates $|b\rangle$ and $|a\rangle$.

In a finite magnetic field $\mathbf{B}$ the Zeeman effect splits the energies of the spin parallel and antiparallel to the magnetic field by $g_s\mu_B B$, with $B = |\mathbf{B}|$. Thus, it favors the direction of the field as the spin quantization axis. If the field is parallel to the CNT axis, the Zeeman effect cooperates with the SOI in that the spin still remains a good quantum number. For any other field direction the Zeeman effect and $\Delta_{SO}$ compete against each other, the former trying to align the spins with the field, the latter with the CNT axis.

If the field has a nonvanishing parallel component $B_z$, the Aharonov-Bohm effect is induced by the cylindrical topology of the CNT. This alters the energies of the two valley eigenstates, raising the energy of one and lowering the energy of the other. The energy gap between the two valleys is $2g_s\mu_B B_z$, with $g_{orb}$ typically larger than $g_s$.

The minimal Hamiltonian of a CNT quadruplet in the presence of a magnetic field of strength $B$, applied at an angle $\phi$ to the CNT axis, and written in the basis $\{|a\rangle, |b\rangle, |a\rangle^\prime, |b\rangle^\prime\}$, is then [22]

$$\hat{H}_{CNT} = \varepsilon_d \hat{I}_z \otimes \hat{I}_x + \frac{\Delta_{KK}}{2} \hat{I}_z \otimes \hat{I}_z + \frac{\Delta_{SO}}{2} \hat{\sigma}_z \otimes \hat{I}_x + \frac{1}{2} g_s\mu_B |\mathbf{B}| (\cos \phi \hat{\sigma}_z + \sin \phi \hat{\sigma}_x) \otimes \hat{I}_z + g_{orb}\mu_B |\mathbf{B}| \cos \phi \hat{I}_z \otimes \hat{I}_x. \quad (A1)$$

The operators $\hat{I}_i$ and $\hat{\sigma}_i$, $i = x, y, z$, act in the valley and spin spaces, respectively. The states $|a\rangle$ and $|b\rangle$ are the eigenstates of $\hat{I}_z$ corresponding to the eigenvalues $+1$ and $-1$, respectively, while $|\uparrow\rangle$ and $|\downarrow\rangle$ are the eigenstates of $\hat{\sigma}_z$ corresponding to its eigenvalues $+1$ and $-1$. The spin and orbital magnetic moment eigenvalues are given by $\frac{1}{2} g_s\mu_B$ and $g_{orb}\mu_B$, respectively, and $\varepsilon_d$ is a reference energy for the considered longitudinal mode.

This Hamiltonian has eigenstates $\{|1\rangle, |2\rangle, |3\rangle, |4\rangle\}$ of energies $\varepsilon_1 = \varepsilon(B)$, $i = 1, 2, 3, 4$. In the following, we shall explicitly introduce three operators $\hat{T}$, $\hat{\hat{P}}$, $\hat{\hat{C}}$ which make it possible to conjugate states of the quadruplet pairwise. We shall focus first on the case of zero field and then on the two special physical cases relevant for our experiments, i.e., when the magnetic field is perpendicular to the carbon nanotube axis and when it is parallel to it. A summary of the conjugation considerations is given at the end of Appendix A.

### 1. Zero field

The analysis of the spectrum of the Hamiltonian (A1) at zero magnetic field $H_{CNT}^{(0)}$ is crucial for the understanding of the implications of valley mixing and spin-orbit coupling on the CNT spectrum. It reads as

$$R_{CNT}^{(0)} = \varepsilon_d \otimes \hat{I}_x + \frac{\Delta_{KK}}{2} \otimes \hat{I}_z + \frac{\Delta_{SO}}{2} \otimes \hat{I}_z. \quad (A2)$$

The eigenstates $\{|1\rangle, |2\rangle, |3\rangle, |4\rangle\}$ can be easily expressed in terms of the bonding/antibonding states according to

$$\begin{bmatrix} |1\rangle \\ |2\rangle \\ |3\rangle \\ |4\rangle \end{bmatrix} = \begin{bmatrix} \cos \left(\frac{\theta}{2}\right) & \sin \left(\frac{\theta}{2}\right) & 0 & 0 \\ -\sin \left(\frac{\theta}{2}\right) & \cos \left(\frac{\theta}{2}\right) & 0 & 0 \\ 0 & 0 & \cos \left(\frac{\theta}{2}\right) & -\sin \left(\frac{\theta}{2}\right) \\ 0 & 0 & \sin \left(\frac{\theta}{2}\right) & \cos \left(\frac{\theta}{2}\right) \end{bmatrix} \begin{bmatrix} |a\rangle \\ |b\rangle \end{bmatrix}, \quad (A3)$$

where $\tan(\theta) = \Delta_{SO}/\Delta_{KK}$. Due to spin conservation ($\{\hat{H}_{CNT}^{(0)} |\omega\rangle = 0\}$), the unitary matrix connecting the two basis sets is block diagonal and only mixes the valley degrees of freedom. Diagonalization of $\hat{H}_{CNT}^{(0)}$ yields $\varepsilon_1 = \varepsilon_2$, $\varepsilon_3 = \varepsilon_4$, and $\varepsilon_1 = \varepsilon_3 + \Delta$, where $\Delta = \sqrt{\Delta_{KK}^2 + \Delta_{SO}^2}$.

#### a. Time-reversal symmetry

Let us now investigate the action of the antunitary time-reversal operator $\hat{T}$,

$$\hat{T} = -i \hat{\sigma}_y \otimes \hat{\sigma}_y, \quad (A4)$$

where $\kappa$ stands for complex conjugation. The operator $\hat{T}$ commutes with $\hat{H}_{CNT}^{(0)}$:

$$\hat{T} \hat{H}_{CNT}^{(0)} \hat{T}^{-1} = \hat{H}_{CNT}^{(0)} \text{ or } [\hat{T}, \hat{H}_{CNT}^{(0)}] = 0, \quad (A5)$$

i.e., the CNT Hamiltonian has time-reversal (TR) symmetry which implies doublets of energy degenerate states (Kramers pairs). The $\hat{T}$-conjugated pairs of states are easily identified to be $\{|1\rangle, |2\rangle\} \equiv (1,2)_T$ and $\{|3\rangle, |4\rangle\} \equiv (3,4)_T$ due to

$$\hat{T}|1\rangle = \kappa |2\rangle, \quad \hat{T}|2\rangle = \kappa |1\rangle, \quad \hat{T}|3\rangle = \kappa |4\rangle, \quad \hat{T}|4\rangle = \kappa |3\rangle. \quad (A6)$$

Notice that in agreement with the results from the diagonalization of $\hat{H}_{CNT}^{(0)}$ in Eq. (A2), Eq. (A6) implies $\varepsilon_1 = \varepsilon_2$, $\varepsilon_3 = \varepsilon_4$. We also identify the level splitting as $\Delta = \varepsilon_1 - \varepsilon_3$. 155435-8
b. Particle-hole conjugation

Let us now further proceed by introducing the antiunitary operator \( \hat{\mathcal{P}} \) associated to pseudo-time-reversal within a given longitudinal mode:
\[
\hat{\mathcal{P}} = \delta_z \otimes (-i \hat{\tau}_x). \tag{A7}
\]
This operator is constructed such that
\[
\hat{\mathcal{P}} (\hat{H}^{(0)}_{\text{CNT}} - \varepsilon_d \hat{\sigma}_\sigma \otimes \hat{I}_r) \hat{\mathcal{P}}^{-1} = -\left(\hat{H}^{(0)}_{\text{CNT}} - \varepsilon_d \hat{\sigma}_\sigma \otimes \hat{I}_r\right)
\text{or } \{\hat{\mathcal{P}}, (\hat{H}^{(0)}_{\text{CNT}} - \varepsilon_d \hat{\sigma}_\sigma \otimes \hat{I}_r)\} = 0, \tag{A8}
\]
i.e., the operators \( \hat{\mathcal{P}} \) and \( (\hat{H}^{(0)}_{\text{CNT}} - \varepsilon_d \hat{\sigma}_\sigma \otimes \hat{I}_r) \) anticommute. The operator \( \hat{\mathcal{P}} \) exchanges a state with an energy \( \varepsilon \) above a certain reference energy \( \varepsilon_d \) with the \( \hat{\mathcal{P}} \)-conjugated state with the energy \(-\varepsilon\) below the reference energy. As such, it plays a role of a particle-hole operator in the \( 4 \times 4 \) space of a longitudinal mode. The corresponding particle-hole conjugated pairs are \(|1\rangle,|4\rangle \equiv (1,4)_p \) and \(|2\rangle,|3\rangle \equiv (2,3)_p \) as it follows from
\[
\hat{\mathcal{P}}|1\rangle = \kappa|4\rangle, \quad \hat{\mathcal{P}}|2\rangle = -\kappa|3\rangle, \quad \hat{\mathcal{P}}|3\rangle = -\kappa|2\rangle, \quad \hat{\mathcal{P}}|4\rangle = \kappa|1\rangle. \tag{A9}
\]
It follows that \( \varepsilon_1 - \varepsilon_d = -(\varepsilon_4 - \varepsilon_d) \) and \( \varepsilon_2 - \varepsilon_d = -(\varepsilon_3 - \varepsilon_d) \). Moreover, combined with TR symmetry, this also implies \( \varepsilon_1 = \varepsilon_2 = \varepsilon_d + \Delta/2, \varepsilon_3 = \varepsilon_4 = \varepsilon_d - \Delta/2 \), and hence
\[
\varepsilon_1(\Delta) = \varepsilon_d(-\Delta). \tag{A10}
\]
c. Chiral conjugation

Chiral (C) conjugation is defined as a combination of \( \hat{T} \) and \( \hat{\mathcal{P}} \) and given by the unitary operator
\[
\hat{\mathcal{C}} = \hat{T} \hat{\mathcal{P}} \hat{T}^{-1} = \delta_z \otimes \hat{\tau}_x. \tag{A11}
\]
This implies that chiral conjugation holds if the \( \hat{T} \) and \( \hat{\mathcal{P}} \) operations do. The corresponding conditions for chiral conjugation read as
\[
\hat{\mathcal{C}} (\hat{H}^{(0)}_{\text{CNT}} - \varepsilon_d \hat{\sigma}_\sigma \otimes \hat{I}_r) \hat{\mathcal{C}}^{-1} = -\left(\hat{H}^{(0)}_{\text{CNT}} - \varepsilon_d \hat{\sigma}_\sigma \otimes \hat{I}_r\right)
\text{or } \{\hat{\mathcal{C}}, (\hat{H}^{(0)}_{\text{CNT}} - \varepsilon_d \hat{\sigma}_\sigma \otimes \hat{I}_r)\} = 0, \tag{A12}
\]
i.e., the operators \( \hat{\mathcal{C}} \) and \( (\hat{H}^{(0)}_{\text{CNT}} - \varepsilon_d \hat{\sigma}_\sigma \otimes \hat{I}_r) \) also anticommute. The chiral pairs are \(|1\rangle,|3\rangle \equiv (1,3)_c \) and \(|2\rangle,|4\rangle \equiv (2,4)_c \), as it follows from
\[
\hat{\mathcal{C}}|1\rangle = |3\rangle, \quad \hat{\mathcal{C}}|2\rangle = |4\rangle, \quad \hat{\mathcal{C}}|3\rangle = |1\rangle, \quad \hat{\mathcal{C}}|4\rangle = |2\rangle. \tag{A13}
\]
It then holds \( \varepsilon_1 - \varepsilon_d = -(\varepsilon_3 - \varepsilon_d) \) and \( \varepsilon_2 - \varepsilon_d = -(\varepsilon_4 - \varepsilon_d) \).

The behavior of the eigenstates \(|1\rangle,|2\rangle,|3\rangle,|4\rangle\) of \( \hat{H}^{(0)}_{\text{CNT}} \) under the action of the operators \( \hat{T}, \hat{\mathcal{P}}, \hat{\mathcal{C}} \) is summarized in Fig. 3(a). In the following, we discuss how an external magnetic field affects these properties.

2. Perpendicular magnetic field

Let us start with the case of the perpendicular orientation. The Hamiltonian in this case has the following form:
\[
\hat{H}_{\text{CNT}} = \hat{H}^{(0)}_{\text{CNT}} + \hat{H}_\perp(B_\perp) = \hat{H}^{(0)}_{\text{CNT}} + \frac{1}{2} g_\mu_B B_\perp \delta_z \otimes \hat{I}_r, \tag{A14}
\]
We now need to study the action of \( \hat{T}, \hat{\mathcal{P}} \), and \( \hat{\mathcal{C}} \) on the magnetic-field-dependent part of \( \hat{H}_{\text{CNT}} \), i.e., \( \hat{H}_\perp(B_\perp) \equiv \frac{1}{2} g_\mu_B B_\perp \delta_z \otimes \hat{I}_r \).

a. Conjugation under time reversal

We obtain
\[
\hat{T} \hat{H}_\perp(B_\perp) \hat{T}^{-1} = -\hat{H}_\perp(B_\perp) = \hat{H}_\perp(-B_\perp) \text{ or } \{\hat{T}, \hat{H}_\perp(B_\perp)\} = 0. \tag{A15}
\]
Comparison with Eq. (A5) lets us recognize that TR symmetry is now broken and hence the degeneracy within the Kramers pairs \((1,2)_T\) and \((3,4)_T\) is lifted. The last equality in the first half of Eq. (A15) implies that \( \hat{T}|1,B_\perp\rangle = \kappa|2,-B_\perp\rangle, \quad \hat{T}|3,B_\perp\rangle = \kappa|4,-B_\perp\rangle, \) if the eigenstates \(|i,B_\perp\rangle, i = 1,2,3,4\rangle \) of \( \hat{H}_{\text{CNT}} \) are taken from Eq. (A14). Correspondingly, the eigenenergies now obey
\[
\varepsilon_1(B_\perp) = \varepsilon_2(-B_\perp), \quad \varepsilon_3(B_\perp) = \varepsilon_4(-B_\perp). \tag{A16}
\]

b. Particle-hole conjugation

In the magnetic field, we find that
\[
\hat{\mathcal{P}} \hat{H}_\perp(B_\perp) \hat{\mathcal{P}}^{-1} = -\hat{H}_\perp(B_\perp) = \hat{H}_\perp(-B_\perp) \text{ or } \{\hat{\mathcal{P}}, \hat{H}_\perp(B_\perp)\} = 0, \tag{A17}
\]
which implies
\[
\hat{\mathcal{P}} (\hat{H}_{\text{CNT}} - \varepsilon_d \hat{\sigma}_\sigma \otimes \hat{I}_r) \hat{\mathcal{P}}^{-1} = -\left(\hat{H}_{\text{CNT}} - \varepsilon_d \hat{\sigma}_\sigma \otimes \hat{I}_r\right)
\text{or } \{\hat{\mathcal{P}}, (\hat{H}_{\text{CNT}} - \varepsilon_d \hat{\sigma}_\sigma \otimes \hat{I}_r)\} = 0. \tag{A18}
\]
If we recall Eq. (A8) we arrive at the important conclusion that the particle-hole (PH) conjugation remains intact in a perpendicular magnetic field. Thus, Eq. (A9) still holds and
\[
\varepsilon_1(B_\perp) - \varepsilon_d = -[\varepsilon_4(B_\perp) - \varepsilon_d], \quad \varepsilon_2(B_\perp) - \varepsilon_d = -[\varepsilon_3(B_\perp) - \varepsilon_d]. \tag{A19}
\]

c. Chiral conjugation

Finally,
\[
\hat{\mathcal{C}} \hat{H}_\perp(B_\perp) \hat{\mathcal{C}}^{-1} = -\hat{H}_\perp(B_\perp) = \hat{H}_\perp(-B_\perp) \text{ or } \{\hat{\mathcal{C}}, \hat{H}_\perp(B_\perp)\} = 0. \tag{A20}
\]
Taking into account Eq. (A12) we see that \( \hat{\mathcal{C}} \) does no longer anticommute with \( \hat{H}_{\text{CNT}} \), and that
\[
\varepsilon_1(B_\perp) - \varepsilon_d = -[\varepsilon_3(-B_\perp) - \varepsilon_d], \quad \varepsilon_2(B_\perp) - \varepsilon_d = -[\varepsilon_4(-B_\perp) - \varepsilon_d]. \tag{A21}
\]
While the above conjugations \((A16), (A19),\) and \((A21)\) are general because they are dictated by the (anti)commutation relations \((A15), (A17),\) and \((A20)\), they can be directly verified upon diagonalization of \((A14)\). The eigenstates \(\{|i, B_\perp\rangle, i = 1, 2, 3, 4\}\) are expressed in terms of the bonding/antibonding states as

\[
\begin{bmatrix}
|1, B_\perp\rangle \\
|4, B_\perp\rangle \\
|2, B_\perp\rangle \\
|3, B_\perp\rangle \\
\end{bmatrix} = A
\begin{bmatrix}
|a\uparrow\rangle + |a\downarrow\rangle \\
|b\uparrow\rangle - |b\downarrow\rangle \\
|a\uparrow\rangle - |a\downarrow\rangle \\
|b\uparrow\rangle + |b\downarrow\rangle \\
\end{bmatrix},
\]

where \(A = \begin{bmatrix}
\cos(\theta^+/2) & \sin(\theta^+/2) & 0 & 0 \\
-\sin(\theta^+/2) & \cos(\theta^+/2) & 0 & 0 \\
0 & 0 & \cos(\theta^-/2) & \sin(\theta^-/2) \\
0 & 0 & -\sin(\theta^-/2) & \cos(\theta^-/2) \\
\end{bmatrix}\), \((A22)\)

and

\[
\tan(\theta^\pm) = \frac{\Delta_{SO}}{\Delta_{KK} \pm g_s \mu_B B_\perp}.
\]

Equation \((A22)\) represents rotations by angles \(\theta^\pm/2\) in two independent planes, \(\theta^\pm\) planes, involving the two particle-hole pairs \((1,4)\)_\perp and \((2,3)\)_\perp, respectively. The corresponding eigenenergies are

\[
\begin{align*}
\epsilon_{1,4}(B_\perp) &= \epsilon_d \pm \frac{1}{2} \Delta_\perp(B_\perp), \\
\epsilon_{2,3}(B_\perp) &= \epsilon_d \pm \frac{1}{2} \Delta_\perp(-B_\perp),
\end{align*}
\]

with

\[
\Delta_\perp(B_\perp) = \sqrt{\Delta_{SO}^2 + (\Delta_{KK} + g_s \mu_B B_\perp)^2}.
\]

Notice that Eq. \((A24)\) is still PH symmetric. PH conjugation and the time-reversal equation \((A16)\) imply

\[
\begin{align*}
\epsilon_1 [\Delta_\perp(B_\perp)] &= \epsilon_4 [-\Delta_\perp(B_\perp)], \\
\epsilon_2 [\Delta_\perp(-B_\perp)] &= \epsilon_3 [-\Delta_\perp(-B_\perp)].
\end{align*}
\]

The evolution of the four states in perpendicular field is shown in Fig. 7(a) together with the energy scale \(\epsilon_d\). The meaning of \(\Delta_\perp(B_\perp)\) and \(\Delta_\perp(-B_\perp)\) is visualized in Fig. 4(a).

One can easily obtain from Eq. \((A24)\) the low- and high-field asymptotics. The difference \(\epsilon_1(B_\perp) - \epsilon_2(B_\perp)\) is particularly relevant for our experiments, because at small fields one can extract the effective field

\[
\delta_\perp = \epsilon_1(B_\perp) - \epsilon_2(B_\perp) \simeq g'_s \mu_B B_\perp,
\]

where \(g'_s\) is the experimentally measured effective g factor. At large fields, \(g_s \mu_B B_\perp \gg \sqrt{\Delta_{KK}^2 + \Delta_{SO}^2}\),

\[
\epsilon_1(B_\perp) - \epsilon_2(B_\perp) \simeq \Delta_{KK}.
\]

becomes field independent, providing a direct way to measure \(\Delta_{KK}\).
Let us in a similar way address the action of $\hat{T}, \hat{\rho}$, and $\hat{C}$ on the magnetic-field-dependent part of $\hat{H}_{\text{CNT}}$, i.e., $\hat{H}_{1}(B_{||}) = g_{\text{orb}}\mu_{B}B_{||}\hat{I}_{\sigma} \otimes \hat{I}_{r} + g_{s}\mu_{B}B_{||}\hat{\sigma}_{z} \otimes \hat{I}_{r}$.

\textit{a. Conjugation under time reversal}

In analogy to Eqs. (A15) and (A16), we find

$$\hat{T}\hat{H}_{||}(B_{||})\hat{T}^{-1} = -\hat{H}_{||}(B_{||}),$$

$$\hat{H}_{||}(B_{||}) = \hat{H}_{||}(-B_{||}) \text{ or } \{\hat{T}, \hat{H}_{||}(B_{||})\} = 0, \quad (A30)$$

while the eigenstates $\{i, B_{||}\}, i = 1, 2, 3, 4$ now obey $\hat{T}[1, B_{||}] = \kappa[2, -B_{||}], \hat{T}[3, B_{||}] = \kappa[4, -B_{||}]$. Correspondingly, the eigenenergies are related through

$$\varepsilon_{1}(B_{||}) = \varepsilon_{2}(-B_{||}), \quad \varepsilon_{3}(B_{||}) = \varepsilon_{4}(-B_{||}). \quad (A31)$$

\textit{b. Particle-hole conjugation}

If we now look at the action of $\hat{\rho}$ we observe

$$\hat{\rho}\hat{H}_{\text{orb}}^{\text{orb}}(B_{||})\hat{\rho}^{-1} = -\hat{H}_{\text{orb}}^{\text{orb}}(B_{||}),\quad (A32)$$

which implies

$$\hat{\rho}(\hat{H}_{\text{CNT}} - \varepsilon_{d}\hat{I}_{\sigma} \otimes \hat{I}_{r} - \frac{1}{2}g_{s}\mu_{B}B_{||}\hat{\sigma}_{z} \otimes \hat{I}_{r})\hat{\rho}^{-1} = -\hat{H}_{\text{CNT}} - \varepsilon_{d}\hat{I}_{\sigma} \otimes \hat{I}_{r} - \frac{1}{2}g_{s}\mu_{B}B_{||}\hat{\sigma}_{z} \otimes \hat{I}_{r}$$

or

$$\{\hat{\rho}, \{\hat{H}_{\text{CNT}} - \varepsilon_{d}\hat{I}_{\sigma} \otimes \hat{I}_{r} - \frac{1}{2}g_{s}\mu_{B}B_{||}\hat{\sigma}_{z} \otimes \hat{I}_{r}\}\} = 0. \quad (A33)$$

We see that PH anticommutation is still obeyed if we measure the energies with respect to the reference energy $\varepsilon(B_{||}) = \varepsilon_{d} + \frac{1}{2}g_{s}\mu_{B}B_{||}$, which now depends on $B_{||}$ [cf. Eq. (A8)]. Furthermore, Eq. (A9) holds also in parallel magnetic field and hence

$$\varepsilon_{1}(B_{||}) - \varepsilon(B_{||}) = -\varepsilon_{4}(B_{||}) + \varepsilon(B_{||}),$$

$$\varepsilon_{2}(B_{||}) - \varepsilon(-B_{||}) = [-\varepsilon_{1}(B_{||}) - \varepsilon(-B_{||})]. \quad (A34)$$

With $\Delta(B_{||}) = 2[\varepsilon_{1}(B_{||}) - \varepsilon(B_{||})]$ one finds

$$\varepsilon_{1}[\varepsilon(B_{||}), \Delta(B_{||})] = \varepsilon_{4}[\varepsilon(B_{||}), -\Delta(B_{||})].$$

$$\varepsilon_{2}[\varepsilon(B_{||}), \Delta(B_{||})] = \varepsilon_{3}[\varepsilon(-B_{||}), -\Delta(B_{||})]. \quad (A35)$$

\textit{c. Chiral conjugation}

Regarding chiral conjugation

$$\hat{\mathcal{C}}\hat{H}_{\text{orb}}^{\text{orb}}(B_{||})\hat{\mathcal{C}}^{-1} = +\hat{H}_{\text{orb}}^{\text{orb}}(B_{||})$$

$$= -\hat{H}_{\text{orb}}^{\text{orb}}(-B_{||}) \text{ or } [\hat{\mathcal{C}}, \hat{H}_{\text{orb}}^{\text{orb}}(B_{||})] = 0, \quad (A36)$$

we see that $\hat{\mathcal{C}}$ and $\hat{H}_{\text{orb}}^{\text{orb}}(B_{||})$ commute. Taking into account Eq. (A12) it follows that $\hat{\mathcal{C}}$ again does not commute with $\hat{H}_{\text{CNT}}$. The symmetry relations between energies of the $\mathcal{C}$-conjugated states are analogous to those in Eq. (A21). Along similar lines as for the $\hat{\mathcal{P}}$ operation, one then finds the relation

$$\varepsilon_{1}[\varepsilon(B_{||}), \Delta(B_{||})] = \varepsilon_{3}[\varepsilon(-B_{||}), -\Delta(B_{||})].$$

The eigenstates $\{i, B_{||}\}, i = 1, 2, 3, 4$ of the Hamiltonian (A29) are easily obtained by taking into account that in parallel field the spin states $\{\uparrow, \downarrow\}$ are still eigenstates of the total Hamiltonian (A29). We find

$$\begin{bmatrix} 1, B_{||} \\ 4, B_{||} \\ 2, B_{||} \\ 3, B_{||} \end{bmatrix} = A \begin{bmatrix} |\uparrow\rangle \\ |\downarrow\rangle \end{bmatrix}, \quad \text{where } A = \begin{bmatrix} \cos(\frac{\theta^{+}}{2}) & \sin(\frac{\theta^{+}}{2}) \\ -\sin(\frac{\theta^{+}}{2}) & \cos(\frac{\theta^{+}}{2}) \end{bmatrix}, \quad (A37)$$

and

$$\tan(\theta^{+}) = \frac{\Delta_{SO} \pm 2g_{\text{orb}}\mu_{B}B_{||}}{\Delta_{KK}}. \quad (A38)$$

The corresponding eigenenergies are

$$\varepsilon_{1,4}(B_{||}) = \varepsilon(B_{||}) \pm \frac{1}{2}\Delta_{3}(B_{||}),$$

$$\varepsilon_{2,3}(B_{||}) = \varepsilon(-B_{||}) \pm \frac{1}{2}\Delta_{3}(-B_{||}). \quad (A39)$$

where $\Delta_{3}(B_{||}) = \sqrt{\Delta_{KK}^{2} + (\Delta_{SO} + 2g_{\text{orb}}\mu_{B}B_{||})^{2}}$. Notice the similarity between Eqs. (A39) and (A42). As in the zero-field case, the unitary matrix connecting the two bases, Eq. (A37), is block diagonal in spin space. As in the case of the perpendicular magnetic field, the evolution in the parallel magnetic field represents rotations by angles $\theta^{+}/2$ in two independent two-dimensional planes, $\Theta^{+}$ planes, involving the pairs $\{1, 4\}$ and $\{2, 3\}$, respectively. The evolution of the energy levels is shown in Fig. 7(b). The relevant energy scales $\varepsilon(B_{||}), \Delta_{3}(B_{||})$, and $\Delta_{3}(-B_{||})$ are illustrated in Case 4(b).
TABLE II. (Anti)commutation relations of the different combinations of operators \( \{T, \bar{T}, \mathcal{C} \} \) and \( \{ \hat{H}_{\text{CNT}}^{(0)}, \hat{H}_{\perp}, \hat{H}_{\parallel}, \hat{H}_{\text{Zeeman}} \} \) with the Hamiltonian \( \hat{H}_{\text{CNT}}^{(0)} = \hat{H}_{\text{CNT}}^{(0)} - \varepsilon_d \hat{I}_{\perp} \otimes \hat{I}_z \).

<table>
<thead>
<tr>
<th>Operation ( \hat{H}_{\text{CNT}}^{(0)} )</th>
<th>( \hat{H}_{\perp} )</th>
<th>( \hat{H}_{\parallel} )</th>
<th>( \hat{H}_{\text{Zeeman}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{T} )</td>
<td>Commute</td>
<td>Anticomm.</td>
<td>Anticomm.</td>
</tr>
<tr>
<td>( \hat{C} )</td>
<td>Anticomm.</td>
<td>Commute</td>
<td>Anticomm.</td>
</tr>
</tbody>
</table>

Thus, from the sum \([\varepsilon_1(B_4) - \varepsilon_3(B_1)] + [\varepsilon_2(B_1) - \varepsilon_4(B_4)] \simeq 4g_{\text{orb}} \mu_B B_1\), the orbital moment can be extracted.

Regarding the low-field behavior, we find in leading order in the applied field

\[
\begin{align*}
\delta_{1,2} &= \varepsilon_1(B_1) - \varepsilon_2(B_1) \simeq g_{\text{orb}} \mu_B B_1, \\
\delta_{1,1} &= \varepsilon_1(B_1) - \varepsilon_1(B_1) \simeq g_{\text{orb}} \mu_B B_1, \\
\delta'_{\perp} &= \frac{2g_{\text{orb}}}{\sqrt{1 + \left(\Delta_{KK}/\Delta_{SO}\right)^2}} \pm g_e, \quad (A43)
\end{align*}
\]

which explicitly shows the difference between the effective \( g \) factors of the two Kramers pairs.

4. Summary

In Table II we compile the (anti)commutation relations for the different conjugation operations with the different components of \( \hat{H}_{\text{CNT}} \).

The main outcome of our considerations is that both at zero field and for the special cases \( B_{\perp}, B_1 \) analyzed in this work the spectrum has to obey the peculiar conjugation relations

\[
\begin{align*}
\text{\( \hat{T} \) conjugation:} & \quad \varepsilon_{1,3}(-\bar{B}) = \varepsilon_{2,4}(\bar{B}), \\
\text{\( \hat{P} \) conjugation:} & \quad \varepsilon_1(\bar{B}) - \varepsilon(\bar{B}) = \varepsilon(\bar{B}) - \varepsilon_4(\bar{B}) = \Delta(\bar{B})/2, \\
& \quad \varepsilon_2(\bar{B}) - \varepsilon(-\bar{B}) = \varepsilon(-\bar{B}) - \varepsilon_3(\bar{B}) = \Delta(-\bar{B})/2, \\
& \quad \text{where } \Delta(\bar{B}) = \Delta_{\parallel}(\bar{B}) \text{ and } \varepsilon(\bar{B}) \text{ depend according to Eqs. (A24) and (A39) on the modulus and direction of the magnetic field. These conjugation relations are dictated by the effect of the time-reversal operation as well as by a generalized particle-hole operation. All symmetry relations are verified by the diagonalization of } \hat{H}_{\text{CNT}}. \text{ Moreover, it is easy to show using Eq. (A1) that Eqs. (A44) and (A45) hold true also for an arbitrary direction of the magnetic field } \bar{B}. \text{ The conjugation relations impose precise constraints on the form of the Keldysh effective action as we shall discuss in the following.}
\end{align*}
\]

APPENDIX B: MANY-PARTICLE PROBLEM AND NONEQUILIBRIUM FIELD THEORY

The experiments presented address to a large extent the effect of the electron-electron interaction playing an essential role in the behavior of the ultraclean CNT under investigation.

Namely, on top of the nontrivial single-particle spectrum controlled by spin-orbit interaction, valley mixing, and magnetic field, as discussed in the previous section, the strong electronic correlations give rise to a pure many-particle effect, known as the Kondo resonance \([53]\), and lead to a new energy scale \( k_B T_K \) where \( T_K \) is the Kondo temperature. It is this many-particle state which governs the response of the quantum dot to the applied bias voltage \( V_{\text{sd}} \). Since in the experiment this voltage can be large, the corresponding energy scale \( eV_{\text{sd}} \) can become larger than other energy scales and an appropriate nonequilibrium treatment beyond linear response is required. Therefore, the experiments challenge the theory which must properly take into account the specific single-particle spectrum, in particular, its symmetries, electronic correlations, and nonequilibrium. Following, we show the basic concepts of our theory which represents an effective field-theoretic approach based on the Keldysh field integral \([40]\) capable to comprehensively account for different single-particle spectra, many-particle interactions, and nonequilibrium.

1. Electron-electron interactions in the quantum dot

Using the states \( |i\rangle \), \( i = 1,2,3,4 \), discussed in the previous section the single-particle Hamiltonian (A1) may be written in the following form:

\[
\hat{H}_{\text{CNT}} = \sum_i \varepsilon_i \hat{n}_i, \quad (B1)
\]

where \( \hat{n}_i = d_i^\dagger d_i \) and \( d_i^\dagger / d_i \) are the corresponding fermionic creation/annihilation operators. Since the electrons in the quantum dot interact, there is a finite-energy cost \( U > 0 \) for two electrons to occupy the same quantum state. The quantum dot Hamiltonian taking into account the effect of interactions is

\[
\hat{H}_d = \hat{H}_{\text{CNT}} + \hat{H}_{ee}. \quad (B2)
\]

The last term in Eq. (B2) describes the electron-electron interactions in the quantum dot. It has the following form:

\[
\hat{H}_{ee} = \frac{U}{2} \sum_{i \neq j} \hat{n}_i \hat{n}_j \quad (B3)
\]

and represents one of the key players in the formation of the many-particle Kondo resonance.

Notice that if \( \varepsilon_i = \varepsilon_a, i = 1,2,3,4 \), the Hamiltonian (B2) is invariant under SU(4) transformations

\[
\hat{R} = \exp(i \cdot \hat{G}), \quad (B4)
\]

where \( \hat{G} \) is an arbitrary Hermitian traceless operator represented by a four-dimensional matrix in the spin-valley space

\[
\hat{G}^\dagger = \hat{G}, \quad \text{Tr(} \hat{G} \text{)} = 0. \quad (B5)
\]

In other words, the electron-electron interaction alone cannot break the SU(4) symmetry of the system with \( \Delta_{KK'} = \Delta_{SO} = 0 \).
2. Tunneling between the quantum dot and contacts

Another essential player responsible for the emergence of the Kondo effect is the tunneling coupling between the quantum dot and the conduction electrons in the contacts. The electrons in the contacts are assumed to be noninteracting. Their Hamiltonian has the form

$$\hat{H}_C = \sum_{sk} \varepsilon_k \hat{c}_s^\dagger \hat{c}_{sk},$$

(B6)

where \(x\) enumerates the contacts as the left \((x = L)\) and right \((x = R)\) ones, \(k\) is the quantum number characterizing the contacts continuum energy spectrum, \(\varepsilon_k\), assumed to be independent of \(i\) and \(\hat{c}_{s,k}^\dagger/\hat{c}_{s,k}\) are the corresponding creation/annihilation operators. The contacts are in equilibrium characterized by chemical potentials \(\mu_{L,R}\) such that \(\mu_R - \mu_L = eV_{ad}\).

The electronic exchange between the quantum dot and the contacts is accounted for through the tunneling Hamiltonian

$$\hat{H}_T = \sum_{sk} \left(T_{sk} \hat{c}_{s,k} \hat{d}_i + T_{sk}^* \hat{d}_i^\dagger \hat{c}_{s,k}\right),$$

(B7)

where \(T_{sk}\) are the tunneling matrix elements. Here, we assume that the spin and orbital degrees of freedom labeled via the quantum numbers is thoroughly discussed in Ref. [22]. There it is shown that, even if orbital mixing drives the system from the SU(4) Kondo fixed point to the SU(2) Kondo fixed point, still SU(4) Kondo physics governs transport for not too large mixing. Tunneling elements preserving orbital quantum numbers are considered here for simplicity. However, according to Ref. [22], also accounting for a small degree of mixing should not alter the main conclusion of our work.

If \(\varepsilon_i = \varepsilon_d\), \(i = 1,2,3,4\), the total Hamiltonian

$$\hat{H}_{tot} = \hat{H}_d + \hat{H}_C + \hat{H}_T = \hat{H}_{CNT} + \hat{H}_{ee} + \hat{H}_C + \hat{H}_T$$

(B8)

is still invariant under SU(4) transformations because the tunneling matrix elements are independent of \(i\). In this case, the model is usually referred to as the SU(4) Anderson model [53]. Since in our experiments both \(\Delta_K\) and \(\Delta_{SO}\) are finite, the SU(4) symmetry is broken.

3. Slave-bosonic transformation

The Kondo effect studied in our experiments arises in Coulomb valleys with odd numbers of electrons when the electron-electron interaction \(U\) in the quantum dot significantly exceeds the energy \(\Gamma\) (see the definition below) characterizing the coupling between the quantum dot and contacts. Therefore, to capture the essence of the Kondo physics it is enough to consider the limit of strong electron-electron interaction \(U \rightarrow \infty\) when the quantum dot can accommodate only one electron. In this case, the Hamiltonian (B2) can be diagonalized by means of the so-called slave-bosonic transformation [53]

$$d_i = b_i^\dagger p_i, \quad d_i^\dagger = b_i p_i^\dagger,$$

(B9)

where \(b_i^\dagger/b_i\) are bosonic, or slave-bosonic, creation/annihilation operators while \(p_i^\dagger/p_i\) represent new fermionic creation/annihilation operators. Physically, Eq. (B9) represents a transformation from the electronic states to the states of the quantum dot, empty state \((b_i^\dagger, b_i)\), and the state with one electron \((p_i^\dagger, p_i)\). After the diagonalization \(\hat{H}_d\) becomes

$$\hat{H}_d = \sum_i \varepsilon_i p_i^\dagger p_i.$$

(B10)

The contacts Hamiltonian is not affected by this transformation while the tunneling Hamiltonian becomes

$$\hat{H}_T = \sum_{sk} \left(T_{sk} c_{s,k}^\dagger b_i^\dagger p_i + T_{sk}^* b_i p_i^\dagger c_{s,k}\right).$$

(B11)

As one can see from Eq. (B11), the slave-bosonic transformation simplifying the quantum dot Hamiltonian \(\hat{H}_d\) complicates the tunneling Hamiltonian \(\hat{H}_T\) which now, instead of products of two second quantized operators, contains products of three second quantized operators. The slave-bosonic and new fermionic operators satisfy the constraint

$$b_i b_i^\dagger \sum_i p_i^\dagger p_i = \hat{I},$$

(B12)

which physically reflects the conservation of the total number of the slave bosons and new fermions in the quantum dot which can only have zero or one electron.

4. Field integral representation for observables

The experimental observable of interest is the differential conductance \(G(V_{ad}) = \partial I/\partial V_{ad}\), which can be obtained by taking the derivative of the current \(I\) through the quantum dot with respect to the applied bias voltage \(V_{ad}\). The current through the quantum dot is given by the Meir-Wingreen formula [48]

$$I = \frac{e}{\hbar} \sum_i \int_{-\infty}^{\infty} d\varepsilon \left[n_R(\varepsilon) - n_L(\varepsilon)\right] \Gamma \frac{W^2}{4 e^2 + W^2 v_i(\varepsilon)}$$

(B13)

where \(\Gamma = 2\pi v_C |t|^2\) (\(v_C\) is the contacts density of states, \(t\) is the value of the tunneling matrix element \(T_{sk}\) assumed to be independent of \(x\) and \(k\)), \(W\) is the Lorentzian width of the contacts density of states, \(v_i(\varepsilon)\) is the quantum dot tunneling density of states for the state \(|i\rangle\), \(\beta\) is the inverse temperature, and \(\mu_0\) is the equilibrium chemical potential \(\mu_R - \mu_L = eV_{ad}/2\).

Therefore, the problem reduces to the calculation of the quantum dot tunneling density of states

$$v_i(\varepsilon) = -\frac{1}{\pi \hbar} \text{Im}[G_{ij}^+(\varepsilon)],$$

(B14)

where \(G_{ij}^+(\varepsilon)\) is the quantum dot retarded Green’s function for the eigenstates \(|j\rangle\), \(j = 1,2,3,4\), of the CNT Hamiltonian. To calculate them we develop an effective field theory based on the Keldysh field integral [40] where one replaces all the second quantized operators by the corresponding fields. The basic idea of this theory is to use the advantage of the physical clarity
FIG. 8. (Color online) The Keldysh contour $C_K$, the basis of our nonequilibrium theory, is shown. It is used to formulate the real-time evolution of an interacting nonequilibrium system. Its forward branch goes from $t = -\infty$ to $+\infty$, its backward branch from $t = +\infty$ to $-\infty$. The slave-bosonic fields $\chi, \chi^\dagger$ living on the forward branch are denoted as $\chi_+, \chi_+$ while the slave-bosonic fields living on the backward branch are denoted as $\chi_-, \chi_-$. The forward and backward branches are mapped onto the real-time axis as sums (red arrows at $t_z$) or differences (blue arrows at $t_i$) turning, respectively, into the classical or quantum slave-bosonic fields via the Keldysh rotation $\chi^{cl}(t) \equiv (1/\sqrt{2})[\chi_+(t) \pm \chi_-(t)]$.

provided by the slave-bosonic transformation, introduced in the previous subsection, which allows one to deal directly with the states of the quantum dot. In particular, in the Kondo regime the probability of the empty state of the quantum dot is small and, thus, large fluctuations of the slave-bosonic fields, describing the empty state, are not relevant for the Kondo physics. One can then use a low-order expansion in these fields around proper field configurations in order to calculate the quantum dot observables.

The practical implementation of this idea involves a functional integration over all the fermionic, or Grassmann, fields, describing the electrons in contacts and the states of the quantum dot with one electron. After this step, one is left with an effective field theory describing the dynamics of the slave-bosonic field. At this stage, any quantum dot observable $\hat{O} = \hat{F}(d^\dagger, d_x)$, originally expressed in terms of the second quantized operators, admits a field-theoretic representation based on the Keldysh effective action [41,54,55]:

$$
\langle \hat{O}(t) \rangle = \frac{1}{N_0} \lim_{\mu \to -\infty} \int D[\chi, \chi^\dagger] e^{\frac{i}{\hbar} \int \hat{S}_{\text{eff}}[\chi^{cl}(t); \chi^{cl}\alpha(t)]} \times \mathcal{F}[\chi^{cl}\alpha(t); \chi^{cl}\alpha(t)],
$$

(B15)

where $\chi^{cl}\alpha$ are the classical and quantum [40] eigenstates of the bosonic annihilation operator $b$, $N_0$ is a normalization constant [54], and the limit $\mu \to -\infty$ in Eq. (B15) takes into account the constraint in Eq. (B12). The Keldysh effective action $\int \hat{S}_{\text{eff}}[\chi^{cl}\alpha(t); \chi^{cl}\alpha(t)]$ in Eq. (B15) is the sum of $S_{\text{eff}}[\chi^{cl}\alpha(t); \chi^{cl}\alpha(t)]$, being the standard free bosonic action [40] on the Keldysh contour (Fig. 8) and $S_T[\chi^{cl}\alpha(t); \chi^{cl}\alpha(t)]$, being the tunneling action of the problem.

5. Keldysh effective action and tunneling density of states

The tunneling term of the Keldysh effective action

$$
S_T[\chi^{cl}\alpha(t); \chi^{cl}\alpha(t)] = -i \hbar \text{tr} \ln [-i G^{(0)-1} - i T]
$$

(B16)

is a highly nonlinear functional of the slave-bosonic fields. Here, the matrix $T$ is off diagonal in the quantum dot-contacts space

$$
T = \begin{pmatrix}
0 & M_T^+(ir|k'i') \\
M_T^+(kr|i'i') & 0
\end{pmatrix},
$$

(B17)

$$
M_T^+(kr|i'i') = \frac{\delta(t - t') \delta_{ir} \delta_{k'i'}}{\sqrt{2} \hbar} \times \begin{pmatrix}
\tilde{\chi}^\alpha(t) - \gamma_i \sqrt{2} & \tilde{\chi}^q(t) \\
\tilde{\chi}^q(t) & \tilde{\chi}^\alpha(t) - \gamma_i \sqrt{2}
\end{pmatrix},
$$

(B18)

$$
M_T^+(ir|k'i') = \frac{\delta(t - t') \delta_{ir} \delta_{k'i'}}{\sqrt{2} \hbar} \times \begin{pmatrix}
\chi^\alpha(t) - \delta_i \sqrt{2} & \chi^q(t) \\
\chi^q(t) & \chi^\alpha(t) - \delta_i \sqrt{2}
\end{pmatrix}.
$$

(B19)

In Eqs. (B18) and (B19), $\gamma_i$ and $\delta_i$ ($i = 1, 2, 3, 4$) represent the initially arbitrary expansion points or shifts of the classical slave-bosonic fields $\tilde{\chi}^\alpha$ and $\tilde{\chi}^q$, respectively, in the slave-bosonic space. As shown in the following, $\gamma_i$ and $\delta_i$ can be determined from the symmetries of the Hamiltonian and fermi-liquid behavior at zero temperature and zero bias. Notice that since the integration variables $\tilde{\chi}^{cl}\alpha$ and $\tilde{\chi}^{cl}\alpha$ are independent of each other, the $\gamma_i$ and $\delta_i$ are not complex conjugates.

The Green’s function matrix $G^{(0)}$ is block diagonal in the quantum dot contacts space. Its quantum dot block $G^{(0)}_d$ has the standard $2 \times 2$ fermionic Keldysh structure

$$
G^{(0)}_d(i\nu|j\nu') = \delta_{ij} \begin{pmatrix}
G^+(t - t') & G^+(t - t') \\
G^-(t - t') & G^-(t - t')
\end{pmatrix}.
$$

(B20)

In the frequency domain, the components of the above matrix are

$$
G^+(\omega) = \frac{\hbar}{\omega - (\epsilon_i + \mu) + i \epsilon_i}, \quad G^-(\omega) = [G^+(\omega)]^*,
$$

$$
G^K(\omega) = \frac{1}{2} [G^+(\omega) - G^-(\omega)] \sum_x \tanh \left[ \frac{\hbar \omega - \mu_x}{2 k_B T} \right].
$$

(B21)

Here, $E_i \equiv \gamma_i \delta_i \Gamma/2$.

In the case of the quantum dot tunneling density of states $\nu_j$ for the state $|j\rangle$ the expression for the integrand in Eq. (B15) is

$$
\mathcal{F}[\tilde{\chi}^{cl}\alpha(t); \chi^{cl}\alpha(t)] = [\tilde{\chi}_-(t)\chi_+(0) - \tilde{\chi}_+(t)\chi_-] \times [G^{(0)-1} + T]^{-1}(j|\nu)\theta(\nu - 0),
$$

(B22)

where $\tilde{\chi}_\pm, \chi_\pm$ are the slave-bosonic fields on the forward and backward branches [40] of the Keldysh contour (Fig. 8) and the expansion points, introduced in Eqs. (B18) and (B19), are labeled by an additional upper index $\nu, \delta_i \to \nu', \delta_i'$ and, as a consequence, $E_i \to E_i'$. As mentioned in the previous subsection, to solve this highly nonlinear problem one has to perform an expansion of the tunneling action in powers of the slave-bosonic fields. To get the relevant physics already in the lowest, i.e., in the second-order expansion, one must carefully specify the field configurations around which this expansion has to be
performed. This can be done with a suitable choice of the expansion points $\gamma_j^i$ and $\delta_j^i$. Since the linear terms in the Keldysh effective action do not generate (see Ref. [41]) any finite contribution to $\nu_j(\epsilon)$, in the second-order expansion the expansion points $\gamma_j^i$ and $\delta_j^i$ appear only through $E_j^i$ which determine the form of the propagators in Eq. (B21). Therefore, $\gamma_j^i$ and $\delta_j^i$ just renormalize the kernel of the quadratic Keldysh effective action.

To properly account for the Kondo correlations specific to CNT quantum dots, this renormalization should respect the specific symmetry properties of the energy spectrum. First, since TR symmetry is broken at finite magnetic fields, the Keldysh effective action should also reflect this symmetry breaking together with the $\mathcal{T}$ conjugation [Eq. (A44)]. Second, the $\mathcal{P}$-conjugation relations [Eq. (A45)] are valid at any magnetic field and it is natural to construct a Keldysh effective action do not generate (see Ref. [41]) any finite contribution to $\nu_j(\epsilon)$, in the second-order expansion the Keldysh effective action should also reflect this symmetry specific symmetry properties of the energy spectrum. First, since the Keldysh effective action for $\nu_1(\epsilon)$ should effectively contain the pair of propagators for the states [2] and [3] only, the expansion points are chosen such that the real and imaginary parts of $E_j^i$ are

$$E_1^R = E_2^R = E_3^R = E_4^R = E^R, \quad E_1^I = E^I - (\epsilon_1 - \epsilon_3),$$
$$E_2^I = E^I,$$
$$E_3^I = E^I,$$
$$E_4^I = E^I - (\epsilon_4 - \epsilon_3),$$

where $E_{R,I}^i$ are currently arbitrary but their values may be found from the Fermi-liquid behavior (see following). In a similar way, the parameters $E_2^2, E_3^2,$ and $E_3^4$ entering the calculation of $\nu_2(\epsilon), \nu_3(\epsilon),$ and $\nu_4(\epsilon),$ respectively, can be chosen.

Since the Keldysh effective action is quadratic, the final expressions for the tunneling densities of states are obtained by calculating the corresponding Gaussian field integrals. We find

$$\nu_j(\epsilon, B) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{d\epsilon'}{\epsilon'^2 + 6W^2} \left\{ \Gamma_j(\epsilon, B) \left[ \epsilon_j(\epsilon, B) - \epsilon + \frac{\sigma_j^R(\epsilon, B)}{2} \right]^2 + \left[ \Gamma_j(\epsilon, B) \right]^2 \right\}.$$  

In Eq. (B24), $\sigma_j^R(\epsilon, B)$ and $\sigma_j^I(\epsilon, B)$ are, respectively, the real and imaginary parts of the self-energies

$$\sigma_j(\epsilon, B) = \frac{1}{2} \int_{-\infty}^{\infty} \frac{d\epsilon'}{\epsilon'^2 + 6W^2} \frac{\sigma_j(\epsilon', B)}{\epsilon'} - \epsilon - [\epsilon_j(\epsilon, B) - \epsilon_j(\epsilon, B)] + iE_j^i.$$  

With the $E_j^i$ chosen as discussed in Eq. (B23), this turns into

$$\sigma_{1,4}(\epsilon, B) = \frac{1}{2} \int_{-\infty}^{\infty} \frac{d\epsilon'}{\epsilon'^2 + 6W^2} \frac{\sigma_{1,4}(\epsilon', B)}{\epsilon'} - \epsilon - [\epsilon_j(\epsilon, B) - \epsilon_j(\epsilon, B)] + iE_j^i,$$
$$\sigma_{2,3}(\epsilon, B) = \frac{1}{2} \int_{-\infty}^{\infty} \frac{d\epsilon'}{\epsilon'^2 + 6W^2} \frac{\sigma_{2,3}(\epsilon', B)}{\epsilon'} - \epsilon - [\epsilon_j(\epsilon, B) - \epsilon_j(\epsilon, B)] + iE_j^i.$$  

where virtual nonflip processes and $\mathcal{P}$ processes no longer explicitly appear. It is easy to see from Eq. (B26) that, as a result of the time-reversal and particle-hole conjugation relations of the single-particle energies $\epsilon_j(\epsilon, B)$, also the so-obtained observables $\nu_j(\epsilon)$ [here we explicitly indicate that $\nu_j$ depend on the magnetic field $B$ or on the splittings $\Delta(\pm B)$] fulfill the

conjugation relations

$$\nu_1(\epsilon, B) = \nu_2(\epsilon, - B), \quad \nu_3(\epsilon, B) = \nu_4(\epsilon, - B),$$
$$\nu_1(\epsilon, \Delta(\tilde{B})) = \nu_2(\epsilon, - \Delta(\tilde{B})),$$
$$\nu_1(\epsilon, - \Delta(\tilde{B})) = \nu_3(\epsilon, - \Delta(-\tilde{B})).$$  

References

The theory presented above predicts the universal behavior of the differential conductance with the scaling given by the Kondo temperature

$$k_B T_K^{(0)} = f \left[ \frac{\Delta}{k_B T_K^{SU(4)}} \right] 2W \exp \left[ -\frac{\mu_0 - \epsilon_d}{2\Gamma} \right]$$

(differing from $k_B T_K$, used in the main text, by a constant prefactor, chosen such that the linear conductance at $T_K$ equals half of its unitary value). In Eq. (B29),

$$k_B T_K^{SU(4)} = 2W \exp \left[ -\frac{\mu_0 - \epsilon_d}{2\Gamma} \right]$$

is the Kondo temperature for the SU(4) Anderson model and $f(x)$ is a function of the ratio $x = \Delta / k_B T_K^{SU(4)}$. Our theory correctly predicts the limiting behavior of this function. When $\Delta \to \infty (x \to \infty)$, we find that

$$f(x) \to \exp \left[ -\frac{\mu_0 - \epsilon_d}{2\Gamma} \right].$$

6. Kondo temperature and universality

Note that in principle one might use knowledge of the unitary limit for another observable like the magnetic susceptibility (see Ref. [53]), which would not change $E^{RI}$ since the unitary limits for different observables are related.
This leads to
\[ T_k^{(0)} \rightarrow T_k^{SU(2)} = 2W \exp\left[ -\frac{\mu_0 - \varepsilon_d}{\Gamma} \right]. \] (B32)

On the other side, when \( \Delta \rightarrow 0 \) \( (x \rightarrow 0) \), we find that
\[ f(x) \rightarrow 1 \] (B33)
leading to
\[ T_k^{(0)} \rightarrow T_k^{SU(4)}. \] (B34)

The correct scaling behavior for any \( \Delta \) is one of the advantages of our theory over other theories, e.g., over the equations-of-motion technique which is a popular tool to investigate the Kondo effect in various setups, in particular, in CNT quantum dots [14].

It is essential that the Kondo correlations significantly weaken the loss of universality at energies smaller than \( \Delta \). As a result, the central peak remains almost universal: the variation in its width is much smaller than the relative variation (about 30% in Fig. 9) of the Kondo energy scale \( k_B T_K \). This behavior is specific to the SU(4) broken Kondo effect and represents its fingerprint when observed in experiments.

**APPENDIX C: INELASTIC CONDUCTANCE PEAKS AT HIGH MAGNETIC FIELDS**

In this section, we discuss in more detail the evolution of the measured conductance peaks in a perpendicular and parallel magnetic field, as shown in Fig. 10 (see also Fig. 6). The evolution of the satellite peak positions with magnetic field is governed by the energy differences \( \varepsilon_1 - \varepsilon_3 \) and \( \varepsilon_2 - \varepsilon_4 \) (blue dashed and solid lines). In a perpendicular field these differences weakly depend on the magnitude of the magnetic field, while they strongly vary in a parallel field. Hence, we expect that the location and height of the satellite peaks will not be affected by the perpendicular field \( B_\perp \) but must strongly depend on \( B_\parallel \). Indeed, this is what we observe in Figs. 10(a) and 10(b), respectively. According to our theory, increasing the magnitude of \( B_\parallel \) shifts the satellite peaks to higher voltages. At \( B_\parallel \gtrsim 1.1 k_B T_K / g_4 \mu_B \), the satellite peaks split into two peaks [see, e.g., the red curve in Fig. 5(f)]. By further increasing \( B_\parallel \), the peak splitting grows while both peaks continue to move to higher voltages. This behavior is again in a good qualitative agreement with our experiments, albeit the second peak splitting occurs at unexpectedly low magnetic field.

In the case of the perpendicular field [Fig. 10(a)], the peak positions related to intra-Kramers and chiral inter-Kramers transitions match the expectations from the theory in the whole range of the investigated magnetic field values. On the other
hand, in a parallel field one can clearly distinguish between a low-field region [contained in the yellow area in Fig. 10(b)] and a high-field region. The latter shows a linear dependence both of the peak positions and of the energy differences on the magnetic field. The low-field region is defined by the condition $B_1 \ll \Delta/(2g_{orb}\mu_B)$, where $g_{orb}\mu_B$ is the orbital magnetic moment [see Eq. (A1)]. With the values of $\Delta/k_B T_K$ and $g_{orb}$ (see Table I), used in the numerical calculations, this corresponds to $B_1 \ll (1.5 \pm 0.7) \cdot \Delta/(g_s\mu_B)$, where $g_s$ is the spin $g$ factor. In the high-field region $B_1 \gg \Delta/(2g_{orb}\mu_B)$, the valley-mixing effects become negligible and the energy eigenstates are products of pure spin and valley states. In this case, the data can be fitted to the linearized dispersion relation $\varepsilon_{1,4}(B_1) \propto \mu_B B_1 (g_s/2 \pm g_{orb}')$ and $\varepsilon_{2,3}(B_1) \propto \mu_B B_1 (-g_s/2 \pm g_{orb})$, with $g_{orb}/g_s = 1.37$.

This amounts to a ratio between high- and low-field orbital $g$ factors of $g_{orb}/g_{orb} = 0.57$. Notice that such asymptotic behavior is also predicted by expanding the spectrum of the effective Hamiltonian $\hat{H}_{CNT}$ at large fields [see Eqs. (A40) and (A43)], but there $g_{orb}/g_{orb} = 1$. This suggests the presence of a mechanism which reduces the ratio of the orbital $g$ factors that is not captured by the Hamiltonian $\hat{H}_{CNT}$ and goes beyond the scope of this work. This is the reason why only a qualitative but not quantitative agreement between theory and experiment in the investigated range of applied parallel fields is found. Accounting for this discrepancy, it is possible to identify all Kondo transitions observed in the experiment as either intra-Kramers or chiral inter-Kramers transitions. In particular, intra-Kramers transitions involving the excited Kramers doublet $(1,2)_T$ become visible at larger fields [see dashed gray line in Fig. 10(b)], while they are not discernible at small magnitudes of the parallel magnetic field.

Finally, in the linear regime $B_1 \gtrsim 5.3 B_c$ it is possible to experimentally extract the effective $g$ factor $g' = g_s / \sqrt{1 + (\Delta_{SO}/\Delta_{KK})^2}$ [see Eq. (A27)], and hence to directly access the ratio $\Delta_{SO}/\Delta_{KK}$ for the valley $N_{el} = 21$. Similarly, from the linear regime $B_1 \gtrsim 1.75 B_3$ we can directly extract $\Delta_{SO}$ [see Eq. (A40)] for the valley $N_{el} = 17$. These values together with the parameters used in the numerical calculations are shown in Table I.

APPENDIX D: SYSTEMATIC EVOLUTION OF THE TRANSPORT SPECTRUM WITH THE ELECTRON NUMBER

To demonstrate the generic character of the observed fine structure of the Kondo resonance in charging states with odd electron number, we present a more comprehensive overview over the different Coulomb valleys for electron numbers between 9 and 29.

Figure 11 displays the stability diagram measurement, i.e., the differential conductance $G$ as function of bias voltage $V_{sd}$ and gate voltage $V_{ge}$, of this parameter region. Because of the onset of mechanical self-excitation of the suspended nanotube [56,57] (as, e.g., already visible left to the electron number labels “24” and “28” in the figure) the measurement was restricted to comparatively low bias voltages. Satellite maxima accompanying the zero-bias Kondo anomaly at odd electron number can be recognized for a wide range of $N_{el}$.

In Fig. 12, conductance traces $G(V_{sd})$ taken at gate voltages corresponding to the center of a Coulomb blockade regime are sorted by the filling state of shells corresponding to different longitudinal modes. In the odd valleys the distinct zero-bias peak can be observed. Additionally, satellite peaks systematically occur in all odd valleys with an overall increase of the Kondo temperature with increasing electron number. The universal behavior of the central peak and the nonuniversal behavior of the satellites is further illustrated also by Fig. 13, where the conductance traces of Fig. 12(b) have been rescaled with the corresponding Kondo temperature $T_K$ and the conductance rescaled by its maximum value $G_0 = G(V_{sd} = 0)$.

FIG. 13. (Color online) Line traces $G(V_{sd})$ from Fig. 12(b), i.e., at the center of Coulomb blockade valleys with occupation $4N + 1$, with $V_{sd}$ rescaled by the corresponding Kondo temperature $T_K$ and the conductance rescaled by its maximum value $G_0 = G(V_{sd} = 0)$.

It is evident that the level structure of our CNT sample is highly regular in terms of shell filling, allowing us to describe the fine structure of the Kondo resonances in different valleys by solely slightly adjusting the internal parameters $\Delta_{SO}$ and $\Delta_{KK}$. We conclude that the fine structure of the Kondo effect occurs systematically in all valleys with odd electron numbers between 11 and 27.
